NLP @ Lamarr

Akbar Karimi

rrrrrrrrrrrr



Knowledge graphs
Perspective taking

User modeling




Indoctrination

Radicalization

Personalization




Narrative ‘

Reasoning

L T
LLMs for

Hallucination
‘ w scientific ,
Detection discovery Bias
_ Analysis
Adversarial Gene Net Dogmatism in
Robustness Reconstruction Conversation
Explainability

"' ,



Theory of
Mind
Robustness

Health
Misinformation

Knowledge
Augmented
LLMs for QA



Theory of
Mind
Robustness

Health
Misinformation

MISSION
COMPLETED
i >

1L EMNLP 2024

Empirical Methods in Natural Language Processing
The Eighth Widening NLP Workshop (WiNLP 2024)

Best Poster Award
Presented to:

LAORM Scurewe Lucle Fleg  Cupisiian Micker

Knowledge
Augmented
LLMs for QA




Al Safety Planning &8
High Energy Alignment e
Physics o P o

Propaganda
Detection




Intro & Collaboration Pitches (14-14:30)
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BoF: LLMs for Scientific Discovery (14:30 - 15)
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BoF: LLMs for Scientific Discovery
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LLMs for Scientific Text
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LLMs in Science: Challenges

Are scientific insights enhanced

by Al reliable and trustworthy? _Personalized?
E.g. brain signals for same text

Biased? Interpretable?
Are they robust?

Al for Science in the Era of Large Language Models



LLMs in Science: Challenges
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ArithmAttack: Evaluating Robustness of LLMs to Noisy Context in Math Problem Solving



LLMs in Science: Challenges
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Roundtable on Social Agents (15 - 15:30)
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Roundtable on Social Agents

Step 1. Persona Generation Step 2. Action Generation
®
Demographic attribute @n Agent
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= | | | le=mmsse—geme—=- Action
3 | Clara is a 42-year-old : 3 (TTmmTmmm oo l
I woman. She will likely | | ) |
C—————)| evacuate during an : ——————) [ will evacuate. :
| emergency, especially if it | | |
ﬂ_ : involves her children's safety. it P ——— 4
R e e ) Pt e e e el i A A S Al ,
: fnvslvedii : 1 Flooding predicted! You need to decide !
: AvaNodiina smetgoey” | : whether to evacuate or stay. :
__________________ ! L |
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ACTIONS SPEAK LOUDER THAN WORDS: AGENT DECISIONS REVEAL IMPLICIT BIASES IN LANGUAGE MODELS




Roundtable on Social Agents

LLMs and the Theory of Mind Lamarr Dagstuhl 2026 on
Socially Intelligent Al

What are the research questions you Systems
are interested in that can be modeled
with LLM social agents?

What are the benefits and risks
of such modeling?

How should we prioritize
the research questions?



LLM Research in Academia and Industry (15:30 - 16)

How can we help the
industry?

Resource sharing

What do we need in
Academia?

Academia Industry

Knowledge sharing

How can we share
resources towards a
common goal?

What are the common goals / how to collaborate while keeping out KPIs?



Looking into the Future (16 - 16:30)

4
r

T
D M

Superalignment?

[ Is AGI a distraction from current dangers of Al? }




