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David Kaczér

Latent reasoning

● How can we best scale inference-time compute with latent representations?
● What are the implications for alignment of models whose CoT we can’t read?

LLMs for physics

● Do pretrained LLMs have a useful inductive bias for physical time series 
data?



Shaina Ashraf | Ph.D. Candidate 

Improving LLMs Factuality with KG

Personalization Methods to
Identify and Predict Unreliable Information Spreader Behavior 

DefaktS: Disinformation Detection in German Media



Florian Mai

Planning:

● Most well-known techniques for learning to plan/reason in LLMs require 
supervision or verifiers

● How can we learn to plan from unlabeled data?

Alignment:

● How can we align AIs to human values and preferences, especially on tasks 
where humans can’t give feedback efficiently (scalable alignment)?





Frederik Labonte

Biomedical text mining with LLMs:

● Biomedical knowledge is spread over millions of papers and clinical notes. 
Current text mining methods often fail to reliably capture all the context 
necessary to really trust and use the data in scientific discovery.

● How can we use LLMs as biomedical event extractors and KG constructors ?
● Can we generalize extraction methods to other sciences ?
● Can we leverage LLM reasoning ?



Lea Fischbach

Horizontal Dialect Classification

● How can deep learning techniques be optimized to enhance the classification of German dialects from audio 
recordings?

● How can leveraging insights from misclassified segments and refining data augmentation strategies drive more 
accurate dialect classification?

Vertical Dialect Classification

● How can insights from horizontal dialect classification be integrated to build a robust vertical model?
● How can the vertical model be employed to analyze and differentiate between various speaker types?

Audio Preprocessing

● How must the used audios from the REDE-Corpus be preprocessed?



Vahid Sadiri J. | Ph.D. Candidate
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Shangrui Nie

Multilingual Stereotype bias

● Do stereotype bias of different languages canceling each other in multilingual 
model?

● Why multilingual model is less biased than monolingual models?

Pluralism

● Evaluating how diverse and inclusive the response of a LLMs



Akbar Karimi Research Areas

Adversarial and OOD Robustness of LLMs
Understanding the vulnerabilities of LLMs when they are attacked 

with various methods such as noise.

Mathematical Reasoning Robustness
How can we break the reasoning capabilities of language models in 

math problem solving?

Data Augmentation Methods
What are the ways we can increase generalization of language 

models using augmented data?

AI Safety
What are the potential ways to misuse language models to produce 

malicious content?

Exploring non-Euclidean spaces for better 
question answering.

Postdoc at CAISA Lab
University of Bonn



Wei-Fan Chen

● Hallucination Analysis
○ Quantify and identify Hallucination in the text
○ Focusing on Faithfulness Hallucination (e.g., document and its summary)
○ Using natural language inference (entail, contradict) to detect hallucination
○ Tasks: Summarization, Dialogue Generation, Question Answering

● Ethics and Media Bias
○ Article-level media bias analysis, mitigation

● Computational Argumentation
○ Framing analysis, cultural argumentation analysis


