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Christian Nickel

I work as a researcher at CAISA Lab, led by Prof. Dr. Lucie Flek. We
are part of the University of Bonn, Bonn-Aachen International
Center for Information Technology (b-it) and the LAMARR Institute
for Machine Learning and Artificial Intelligence.

I am fascinated by Artificial Intelligence, Deep Learning, and more
specifically Natural Language Processing (NLP) and Large
Language Models (LLMs), as well as their capabilities to understand
and interact with humans. Moreover, | am a proponent of inter- and
transdisciplinary research, bringing together expertise from diverse
fields like psychology, Human-Al Interaction (HAI), Human-
Computer Interaction (HCI), social sciences (economics, political
science, sociology), and physics to overcome today's limitations. |
am passionate about identifying applications for cutting-edge
research.




David Kaczér

Latent reasoning

e How can we best scale inference-time compute with latent representations?
e \What are the implications for alignment of models whose CoT we can’t read?

LLMs for physics

e Do pretrained LLMs have a useful inductive bias for physical time series
data?



Shaina Ashraf | Ph.D. Candidate

Conspiracy Theory

Distribution of Tweet Character Length

DefaktS: Disinformation Detection in German Media
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#BerlinWahlen2023rsyoric seitdem Griin regiert bin ich gegen
Briefwahlteosinion, Wer auf Wahlplakaten liigt, wer mit Machttdten statt
reden mochte, Liitzerath,Spaltung, Hetze, den Verfassungsschutz
corpenord missbrauchtssewoier, egal was meine deutschen Wahler
denken, traue ich alles zu,ist unwahlbar. 12.2. 51D tewinion
https://t.co/7kuwdY|cIM

#BerlinElections2023 Since the Green Party has ruled, | have been
against postal voting. Anyone who lies on election posters, who wants
to use power to kill instead of talk, Liitzerath, division, agitation, who
abuses the protection of the constitution, no matter what my German
voters think, | believe everything is unelectable. 12.2. 51@D
https://t.co/7kuwdY|cIM

Steffen Kontré sollte sich entscheiden: Parlament oder #Putin.
raus aus dem #ATD! t

Steffen Kontré should decide: Parliament or #Pulln Otherwise, get
out of the #AfDVer

Wie wahr; mesuwm Kinder und Familie Abtrelbung corpkeyword
und LBGTQ. infenevinfo | j Klima Hy
Immigration. Vor allem werden verfolgte Christen sehr benachteiligt.

typopinion

How true; The EU promotes abortion and LBGTQ instead of children
and families. Left radical climate hysteria immigration. Above all,
persecuted Christians are very disadvantaged.
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Florian Mai

Planning:

e Most well-known techniques for learning to plan/reason in LLMs require
supervision or verifiers
e How can we learn to plan from unlabeled data?

Alignment:

e How can we align Als to human values and preferences, especially on tasks
where humans can'’t give feedback efficiently (scalable alignment)?



Ipek Baris Schlicht

| am a part-time researcher at CAISA and a PhD candidate under
the supervision of Prof. Dr. Lucie Flek and Prof. Dr. Paolo Rosso,
focusing on counteracting health misinformation. In the same-
time, | work as a part-time data scientist at DW Innovation.

My research primarily focuses on leveraging LLMs for journalistic
tasks like bias detection, misinformation prebunking in health, and
working with multilingual datasets. Additionally, I'm interested in
developing unified models that are fair across cultures and
languages to tackle multilingual tasks.



Frederik Labonte

Biomedical text mining with LLMSs:

e Biomedical knowledge is spread over millions of papers and clinical notes.
Current text mining methods often fail to reliably capture all the context
necessary to really trust and use the data in scientific discovery.

e How can we use LLMs as biomedical event extractors and KG constructors ?
e Can we generalize extraction methods to other sciences ?
e Can we leverage LLM reasoning ?



Lea Fischbach

Horizontal Dialect Classification

e How can deep learning techniques be optimized to enhance the classification of German dialects from audio

recordings?
e How can leveraging insights from misclassified segments and refining data augmentation strategies drive more

accurate dialect classification?

Vertical Dialect Classification

e How can insights from horizontal dialect classification be integrated to build a robust vertical model?
e How can the vertical model be employed to analyze and differentiate between various speaker types?

Audio Preprocessing

e How must the used audios from the REDE-Corpus be preprocessed?



Vahid Sadiri J. | Ph.D. Candidate

A CREATING
Use information to create something new "UPi" T -
Think of your brain like a control room, and there's EVALUATING
a special switch called the ventromedial prefrontal Unlock the Power of 3D

Examine information and make judgments .
area. Now, when we adjust or control this switch, Immersive Worlds with Hubs
it's like changing the channel on your TV. But
instead of changing the show, it changes how you
see messages that try to convince you about
yourself. And the cool part? This change doesn't
disappear quickly. It's like if you change the channel
on your TV, but the new show stays on for a long
time. So, adjusting this brain switch leaves a lasting
impact on how you think about yourself based on
those messages.

Question and choices

Methylcyclopentadiene was allowed to react with methyl isoamy! ketone and
a catalytic amount of pyrrolidine. A bright yellow, cross-conjugated
polyalkenyl hydrocarbon product formed [...] How many chemically distinct
isomers make up the final product (not counting stereoisomers)?

(a) 2 (b) 16 € 8 (d 4 ANALYZING

Correct answer (b) Take apart the known and identify relationships
Expl: i jiene exists as an ir ting mixture
of 3 isomers [...] if there are 4 dienes, and 4 different directions of approach APPLYING

the dienophile can take to each of them, there are 4°4 = 16 possible products. Uselnformation in & ew (bt ieilar) thation
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Shangrui Nie

Multilingual Stereotype bias

e Do stereotype bias of different languages canceling each other in multilingual
model?
e \Why multilingual model is less biased than monolingual models?

Pluralism

e Evaluating how diverse and inclusive the response of a LLMs



Akbar Karimi

\¥

Postdoc at CAISA Lab
University of Bonn

)

Research Areas

Adversarial and OOD Robustness of LLMs

Understanding the vulnerabilities of LLMs when they are attacked
with various methods such as noise.

Mathematical Reasoning Robustness

How can we break the reasoning capabilities of language models in
math problem solving?

Data Augmentation Methods

What are the ways we can increase generalization of language
models using augmented data?

Al Safety

What are the potential ways to misuse language models to produce
malicious content?

Exploring non-Euclidean spaces for better
question answering.




Wei-Fan Chen

e Hallucination Analysis

Quantify and identify Hallucination in the text

Focusing on Faithfulness Hallucination (e.g., document and its summary)
Using natural language inference (entail, contradict) to detect hallucination
Tasks: Summarization, Dialogue Generation, Question Answering

e Ethics and Media Bias

o Article-level media bias analysis, mitigation

o O O O

e Computational Argumentation
o Framing analysis, cultural argumentation analysis



