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CINEMETRIC: A Framework for Multi-Perspective 
Evaluation of Conversational Agents using 
Human-AI Collaboration

- Most alignment work (e.g., RHLF) assumes a "universal" set of values and 
preferences for training models.

- However, in reality, human preferences are pluralistic.
i.e., people hold diverse and often conflicting preferences shaped by their values, 
experiences, etc.

RQ: How can Human-AI Collaboration be used to design an evaluation framework that 
captures the diversity of human values and situational preferences in LLM outputs?

Figure 1: Comparison of Human Annotations of a Conversation Turn.

Figure 3: A high-level overview of CINEMETRIC.

- OpinionQA: opinions with various demographic groups over different topics.

- DP: Toxic Content Classification for a Diversity of Perspectives.

- GEMINI:

- Gemini Flash 2.5

- MISTRAL:

- Mistral Medium

- OpenAI:

- DEEPSEEK:

- DeepSeek V3

- LLM as Judge: Evaluates responses based on a learned reward signal.

- LLM as Personalized Judge [2]: Adapts the evaluation to a specific user’s profiles.

- CINEMETRIC: Combines human experiences with the LLM’s perspective-taking abilities.

- No purely objective or “view-from-nowhere” position.

- Understanding depends on the standpoint of the observer (culture, background, 
experience).

Figure 2: Three kinds of Pluralism in Models [1]

- Supporting value diversity rather than forcing uniformity.

Table 1: Performance (Accuracy & MAE) of LLMs across different methods on OpinionQA & DP.

Figure 4: Treatment Prevalence vs. Causal Effect Size.
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