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▶ ArithmAttack 
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Arithmattack: LLM reasoning robustness to noise
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Insert random punctuation marks into the inputs.



Arithmattack: LLM reasoning robustness to noise
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GSM8K                                                          MultiArith



▶ Multi-agent Robustness 
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How Robust Is Multi-agent Reasoning to adversarial attacks in 
Math Problem Solving?
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More Agents Is All You Need (Li et al. 2025)



How Robust Is Multi-agent Reasoning to adversarial attacks in 
Math Problem Solving?
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▶Multi-hop Reasoning with Hyperbolic 
Representations 
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Why go hyperbolic?
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Hyperbolic Models fit hierarchical structures naturally:

◆ Exponential Growth
◆ Distances modelled according to tree-structure



Multi-Hop Reasoning for Question Answering with Hyperbolic 
Representations
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Architecture
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Main Results
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Stage Space 2WikiHop MetaQA MLPQ PQ

Hopping
Euclidean 44.36 22.92 81.03 18.28

Hyperbolic 46.93 28.33 82.60 29.03

Parsing
Euclidean 88.60 95.51 97.08 100

Hyperbolic 89.34 95.65 97.14 100
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More hierarchy leads to more improvement.

© Lamarr Institute for Machine Learning and Artificial Intelligence 1324/09/25



Hyperbolic embeddings are more spread out than 
Euclidean embeddings.
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We should take the data geometry into 
account and consider using hyperbolic 
representations for hierarchical data.

Takeaway
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And the future?
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And the future?
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And the future?
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Let’s get in touch
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ak@bit.uni-bonn.de

akkarimi.github.io


