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On many NLP tasks, 

more than a single label is plausible. 

Distribution from ChaosNLI

(Nie et al. 2020)

Premise: As he stepped across the threshold, 

Tommy brought the picture down with terrific force on his head.


Hypothesis: Tommy hurt his head bringing the picture down.


source: 77893n from MNLI (Williams et al., 2018)
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Despite label variation, annotators may 
vary in their text understanding when 

giving the same label.

Explanation 1: The man cannot simultaneously be wearing a 
sweatshirt and a tank top. 


Explanation 2: A man in Alaska would typically not be wearing a tank 
top, as it is rather cold there most times of the year. 

Premise: A man in an Alaska sweatshirt stands behind a counter. 

Hypothesis: The man is wearing a tank top.  


Label: Contradiction

Source: SNLI
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In this talk, we will briefly discuss: 
1. How to Separate Annotation Error from Human Label Variation? (ACL 

2024,  https://aclanthology.org/2024.acl-long.123/)


2. Can LLMs Approximate Human Judgment Distributions Using 
Explanations? (EMNLP 2024, https://aclanthology.org/2024.findings-
emnlp.842/)


3. Can LLMs Replace Humans in Generating Explanations? (ACL 2025,  
https://aclanthology.org/2025.findings-acl.562/


4. Can We Use Linguistic Taxonomy to Better Understand Explanations? 
(EMNLP 2025, https://arxiv.org/abs/2505.22848) 
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RQ1:  
How to Separate Annotation Error  

from Human Label Variation?
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While Human Label Variation (HLV) 
exists, so do errors. 

Can we tease apart annotation error 
from plausible human label variation? 
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• We provide one theoretical and 
operational answer: VariErr.


• Two rounds of annotation: 


• Round 1: annotators provide 
free-text explanations for their 
labels during annotation; 

• Round 2: all annotators 
independently judge R1 label-
explanation pairs; 

• This mirrors traditional annotation 
adjudication but without agreeing 
on a single label/explanation.

VariErr: Variation vs. Error
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• Self judgment: judging his/her own Round 1 annotations;

• Peer judgment: judgments from the others annotators; 
• Conventionally, annotations that were originally different but changed to an 

agreeing label after adjudication are corrected errors;

• We define annotation error as: annotator him/herself invalidate his/her R1 

annotations.

VariErr Round 2: Validating Labels & Explanations
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• Backgrounds: most AEDs rely on post-hoc 
error mining or injecting synthetic errors; 
VariErr provides gold-labelled errors.


• Task: determine whether an NLI label is an 
error given (premise, hypothesis); 

• Models: AED models and LLMs; as well as 
human heuristics — Label Count (LC) and 
Peer judgments. 


• Observation 1: peer vote is the best estimate; 


• Observation 2: GPT4 is the best model (given 
additional access to explanation annotations).

Automatic Error Detection (AED) on VariErr
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We found it crucial  
to investigate explanations  

in NLI annotations!
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RQ2:  
Can LLMs Approximate Human Judgment 

Distributions Using Explanations?
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• Many NLI datasets exhibit HLV: 


• ChaosNLI: 100 crowd 
annotations per item


• VariErrNLI: 4 annotators with 
explanations for each label


• Can we approximate Human 
Judgement Distribution (HJD, 
from ChaosNLI) using a few labels 
and explanations (from 
VariErrNLI)?

A Few Explanations vs. Many Labels? 
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Distribution and Fine-tuning Comparisons
• Distribution Comparison: How well LLM-derived Model Judgment 

Distributions (MJDs) approximate Human Judgment Distributions (HJDs)?

• Fine-tuning Comparison: How well the resulting MJDs approximate 

human labels when fine-tuning smaller language models (BERT/RoBERTa)?
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• Without explanations

• With explanations

• With explicit explanations (incl. labels)

Prompt Scenarios
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• We compare LLM-derived MJDs to 
the HJDs from ChaosNLI;


• Measures: Kullback-Leibler (KL) 
Divergence, Jensen Shannon 
Distance (JSD), and Total Variation 
Distance (TVD);


• Observation: a few explanations 
can improve the capabilities of 
LLMs to approximate HJD.

Distribution Comparison
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• Measures: KL and weighted F1;


• Observation: adding explicit 
explanations contributes to the 
best models.

Fine-tuning Comparison
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RQ3:  
Can LLMs Replace Humans in 

Generating Explanations?

17



18



• We prompt LLMs to generate as 
many explanations as possible 
for each label;


• We experiment with two 
explanation selection strategies: 


• Label-Free: using one explanation 
for each of the three NLI labels; 


• Label-Guided: selecting 
explanations based on the 
annotated NLI labels.

Explanation Selection
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• Ceiling: ChaosNLI HJD;


• Label-Free: minor 
improvements;


• VariErr Label-Guided 
model explanation 
achieves comparable 
results to LLMs with 
human explanations;


• “A rose by any other name 
would smell as sweet” — 
William Shakespeare's play 
Romeo and Juliet.

Results
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We have shown that human/LLM  
explanations help capture HLV. 

But how do we evaluate the 
similarities among explanations? 
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Similar Explanations?
• Explanations are free texts; 


• Our earlier papers used lexical, 
syntactic and semantic measures;


• Token highlighting were used as 
proxies; 


• But none of these signal that two 
explanation sentences essentially 
mean the same thing.
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RQ4: 
Can We Use Linguistic Taxonomy to 

Better Understand Explanations?
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LiTeX
• LiTeX: A Linguistic Taxonomy 

of eXplanations


• Two broad categories:


• Text-Based (TB) Reasoning: 
explanations depending solely 
on surface-level linguistic 
evidence found within (P, H);


• World-Knowledge (WK) 
Reasoning: explanations that 
invoke background 
knowledge or domain-
specific information beyond 
text.
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Taxonomy Analysis
• Connecting NLI labels to LiTeX 

Categories: 

• Logic Conflict ~ contradiction


• Syntactic/Semantic/Pragmatic ~ 
entailment


• Absence of Mention ~ neutral


• Factual/Inferential Knowledge more 
even


• Explanation similarity decreases as 
the number of different taxonomy 
categories on an NLI item increases.
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Generating Explanations Using LiTeX
• Goal: to generate multiple explanations that reflect different plausible 

reasoning paths for a given NLI item and its label.


• Prompt designs: 


• Baseline: only premise, hypothesis and label; 


• Highlight-Guided: additionally highlight annotations on (P, H);


• Taxonomy-Guided: additionally taxonomy description, one example for 
each of the eight reasoning categories from LiTeX.
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Results
• Taxonomy prompting performs best on three LLMs;

• Highlight-guided generations tend to be verbose (longer 

explanations) and yielding lower BLEU and ROUGE-L scores. 
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How much variation can LLM-generated explanations cover?
• Are LLMs too repetitive and only cover a subset of human explanations? 

• Can LLMs unearth appropriate new explanations that are missing from a few 

human-written ones?

• full coverage: the t-SNE convex hull of model-generated explanations fully 

encloses all human explanation points; (2) partial coverage, and (3) no coverage.
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Measures
• Full Coverage: if all human 

explanation reference points fall 
within the convex hull spanned by 
the model explanations;


• Partial Coverage: if at least one 
human reference point is within 
the model explanation space;


• Area Precision: the ratio of the 
overlapping area over the area 
spanned by model explanations;


• Area Recall: the ratio of the 
overlapping area over the area 
spanned by human explanations.

Results

Taxonomy-guided explanation generation 
consistently achieves the highest 
coverage of reference explanation points, 
as well as the highest average area 
recall and precision.
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HLV —> Explanations —> What’s next?
Ongoing Work

• Deconstructing label variation in NLI through explanations


• Individual Variability in NLI


• Can LLMs valid their explanations and labels? Do LLMs represent opinions 
from a single person or a group of people?


• How does multilinguality and cultural variation affect label variation? 


• What is a good explanation — prominent entities, conciseness, casual 
relations, etc.?


• Still an open area …
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Thank you



• Did GPT-4 perform well due to 
ChaoNLI in training? 

• Not really! GPT-4 AED does not 
solely rely on ChaosNLI — mid 
Pearson r correlation. 

Backup — Discussion & Future
• Can we combine Label Counts 

with Training Dynamics? 

• Yes! Via reranking, we observe 
that combining HLV with AEDs is 
promising.

We found it crucial  
to investigate explanations  

in NLI annotations!
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