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(Marchisio et al., 2024)

What is Language Confusion?

Multilinguality of LLMs
● LLMs like GPT-4, PaLM 2, and Llama 3 are now widely used for 

multilingual applications.
● Early LLMs were trained mainly on English (English-centric 

LLMs), with limited multilingual capability.
● Recent advances (multilingual pretraining, instruction tuning) 

have improved non-English support, but challenges remain, e.g. 
language confusion.

What is Language Confusion?
Language confusion is when an LLM generates text in an unintended 
language, failing to match the user’s request.

Examples of different types of  language confusion:

https://aclanthology.org/2024.emnlp-main.380.pdf
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Language Confusion vs. Code-Switching

Language Confusion vs. Code-Switching
● Code-switching: Natural, intentional alternation between languages in human communication.
● Language confusion: 

○ Unintentional, erroneous language switching by LLMs.Not contextually appropriate; 
○ reflects model failure, not communicative intent.

Soy bueno  (Spanish for “I am good”)

Example of code-switching Example of language confusion
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Why is Language Confusion a Problem?

Why is language confusion a problem?
User experience: Breaking trust and usability for non-English speakers.

Prevalence:
● Especially common in English-centric LLMs (e.g., Llama3, Mistral).

Line-level pass rate (LPR) by language (Marchisio et al., 2024).

This work aims at mechanistically understanding and mitigating language confusion in English-centric LLMs.

https://aclanthology.org/2024.emnlp-main.380.pdf
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Mechanistic Interpretability (MI) for Language Confusion

Why MI for language confusion?
● Limitations of surface-level mitigation

○ Marchisio et al. (2024) explore few-shot prompting, multilingual fine-tuning, decoding strategies to 
reduce confusion, but do not explain why it happens.

○ These methods treat symptoms, not causes.
● Need for causal, internal understanding

○ To robustly mitigate confusion, we must identify the internal mechanisms—where and how the 
model fails to transition to the intended language.

○ MI provides tools to pinpoint failure points and actionable intervention targets inside the model.

INPUT Model OUTPUT

Mechanistic interpretability (MI) 
aims to reverse-engineer neural networks by decomposing their computations into human-understandable components, and 

helps understand how and why specific behaviors (like language confusion) arise inside LLMs.

https://aclanthology.org/2024.emnlp-main.380.pdf
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Key Techniques

Layer-wise analysis 
(e.g., LogitLens, TunedLens)

Do Llamas work in English? 

(Wendler et al.,2024)

Employing LogitLens to dissect 
cross-lingual factual Inconsistency in 
English-centric and multilingual LLMs:

Neuron-level attribution and intervention

Geva et al. (2023), Yu and Ananiadou (2024) 
(Wang et al.,2025)

Causal tracing:

Identify important 
neurons based on their 
impact on the output 
probabilities

https://aclanthology.org/2024.acl-long.820.pdf
https://aclanthology.org/2023.emnlp-main.751.pdf
https://aclanthology.org/2024.emnlp-main.191.pdf
https://arxiv.org/pdf/2504.04264
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Layer-Wise Analysis - Tracing Language Transitions

Approach:
● Use tools like TunedLens to project hidden states at each layer into the vocabulary space.
● Trace how the model’s predictions evolve from input to output.

Findings from prior work on multilingual interpretability:
● English-centric LLMs process information in a latent, often English-biased, conceptual space in 

early/mid layers.
● Successful generation requires a sharp transition to the target language in the final layers.

Connecting to language confusion:
● Layer-wise tracing helps reveal when and how the model transitions from an English-centric latent 

space to the target language.
● Failures or delays in this cross-lingual shift may underlie language confusion.
● This analysis can localize internal bottlenecks where unintended language switches occur, guiding 

deeper mechanistic exploration in later sections.
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Neuro-Level Attribution - Identifying Critical Neurons

Motivation: 
which individual neurons are responsible for a specific model behavior (e.g., language transitions or language confusion)?

Methods (Geva et al., 2023; Yu and Ananiadou, 2024) 

● Neuron Attribution: 
○ Quantify each neuron’s influence on the probability of generating a specific token.
○ Log-probability increase method: How much does activating a neuron increase the likelihood of the 

correct token?

● Neuron Editing:
○ Intervene by modifying or zeroing out activations of critical neurons to test causal effects on model 

behavior.

https://aclanthology.org/2023.emnlp-main.751.pdf
https://aclanthology.org/2024.emnlp-main.191.pdf
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Neuro-Level Attribution - Identifying Critical Neurons

Quantifying neuron importance score for an inference pass from inputs to the final predictions

Given an input sentence, each layer output hi
l 

(layer l, token position i) is a sum of the previous 
layer’s output hi

l-1, the attention output Ai
l , and the 

feed-forward network (FFN) output Fi
l : 

To quantify the importance of each neuron for generating a specific 
token, we adopt the log probability increase method. For a neuron in 
the l-th FFN layer vl, its importance score is defined as the increase 
in  log probability of the target token when vl is added to the residual 
stream Ai

l + hi
l-1, compared to the baseline without vl:
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The Language Confusion Benchmark (LCB)

The Language Confusion Benchmark (LCB) (Marchisio et al., 2024)

● Purpose: Systematically evaluate LLMs’ ability to generate text in the intended language.
● Coverage: 15 typologically diverse languages, 4 dataset sources (human-written, post-edited, synthetic).
● Metrics:

○ Line-level Pass Rate (LPR): % of responses with all lines in the correct language.
○ Line-level Accuracy: % of lines in the correct language.

https://aclanthology.org/2024.emnlp-main.380.pdf


Sept. 2025

Preliminary Benchmarking Results

Language confusion performance of Llama models on the LCB benchmark

● Models evaluated*:
○ Llama3-8B (English-centric): Pretrained on multilingual datasets with English as the dominant language
○ Llama3-8B-multilingual (multilingual-tuned): Multilingual instruction tuning
○ Llama3.1-8B (multilingual-optimized): Multilingual post-training (SFT, preference alignment)

* All models used in this work are instruction-tuned versions.

● Findings:
○ English-centric Llama3-8B shows frequent 

unintended language switches, especially to 
English.

○ Multilingual-tuned models achieve 
near-perfect LPR and accuracy across 
languages.
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The Role of Confusion Points

Confusion Point (CP)

● What is a Confusion Point (CP)?
○ The specific position in the output where 

the model first switches to an unintended 
language.

○ Inspired by “switch points” in human 
code-switching, but here reflects model 
failure, not intent.

● Significance:
○ CPs mark the onset of language confusion 

and are central to understanding and 
mitigating the phenomenon.

Generation process of a confusion point via TunedLens
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Empirical Evidence – CP Replacement Experiment

Experiment:
● For each confusion case, identify the CP and replace the token at that position with the corresponding token from the 

multilingual-tuned model.
Results:

● Substantial reduction in language confusion after CP replacement.
● LPR and accuracy improve dramatically, approaching multilingual-tuned model performance.

Interpretation:
● Confusion points are critical drivers of language confusion; intervening at these points can effectively restore correct language 

generation.

Impact of confusion point replacement on language confusion metrics

Understanding language confusion → Understanding how CPs arise (Tracing internal model dynamics at CPs)
Mitigating language confusion → Suppressing the generation of CPs (Identifying and editing critical neurons responsible for CPs)
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Layer-Wise Language Transition Analysis

Implementation of TunedLens
● We group all prompts into “correct” cases and “confusion” cases.
● For each prompt, we use TunedLens to extract the top-10 predicted tokens (by logit score) at every layer, focusing on the 

position immediately before the confusion point (CP) for confusion cases, or the output token for correct cases.
● Each of these top-10 tokens is classified as either English or the target language using fastText, allowing us to track the 

model’s internal language preference at every layer.
● We analyze both correct and confusion cases across diverse languages (e.g., Arabic, Portuguese, Turkish, Chinese).

Key Metrics:
● Token Count: Number of English vs. target language tokens among the top-10 predictions at each layer.
● Token Probability: Total probability mass assigned to English vs. target language tokens in the top-10 at each layer.
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Findings - Transition Failure in Final Layers

Correct Cases:
● Early/mid layers: English tokens 

dominate (reflecting 
English-centric latent space).

● Final layers: Sharp 
transition—target language tokens 
overtake English, leading to correct 
output.

Confusion Cases:
● Transition to target language fails 

in final layers.
● English tokens remain dominant or 

increase, causing the model to 
switch to the unintended language 
at the CP.

Insights:
● Both correct and confusion cases start similarly, but diverge sharply in the last few layers.
● Language confusion is not a gradual drift, but a late-stage failure to shift from the latent conceptual space 

to the target language surface form.
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Neuron-Level Attribution at Confusion Points

Method:
● For each confusion case, compute the importance of every FFN neuron at the token 

before the CP using the log-probability increase method.
● Rank neurons by their influence on the model’s prediction at the CP.

Metric:
● Importance score = increase in log-probability of the CP token when the neuron is 

activated.

Findings – Distribution of Critical Neurons
● Critical neurons for confusion points are highly concentrated in the final layers.
● This pattern holds both for individual cases and when aggregated across all samples.

Goal: Identify which neurons are most responsible for the emergence of confusion points.

● These findings reinforce the 
conclusion from the previous 
layer-wise analysis: language 
confusion is tightly linked to 
the activity of specific FFN 
neurons in the final layers. 
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Effect of Multilingual Instruction Tuning

Findings:
● Most confusion-critical neurons in the original model become much less 

important after multilingual alignment.
● A small subset of neurons remains important, likely encoding general 

semantic information.
Interpretation:

● Multilingual instruction tuning suppresses confusion-inducing neurons, 
explaining its effectiveness in reducing language confusion.

Summary:
• Language confusion is driven by transition failures in the final layers.
• A small set of late-layer neurons are causally responsible for confusion 

points.
• Multilingual tuning works by suppressing these neurons’ influence.
• These findings set the stage for targeted neuron-level interventions to 

mitigate confusion.

Repeat neuron attribution on multilingual-tuned model (Llama3-8B-multilingual).
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Neuron Selection Strategies

Why Selection Matters: Indiscriminate neuron editing can harm general model competence.

Three Strategies Explored:
● Frequency-Based: Select neurons most frequently important across confusion cases.
● Aggregate Importance: Select neurons with the highest total importance scores across all confusion cases.
● Comparative Importance: Select neurons whose importance for confusion points drops most after 

multilingual tuning (i.e., neurons specifically implicated in confusion, not general competence).

Rationale for Comparative Importance Selection
● Motivation: Many neurons important for confusion are also important for general language processing.
● Comparative Approach:

○ For each neuron, compute the difference in importance score between the original and 
multilingual-tuned models on the same input.

○ Prioritize neurons with the largest drop in importance—these are likely to be confusion-specific.
● Advantage: Minimizes collateral impact on general competence and fluency, focusing intervention on the 

root cause of confusion.
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Neuron Editing – Methodology & Implementation

Editing Process:
● Select top 100 neurons per language using the chosen strategy.
● During inference, set the activations of these selected neurons to zero.

Evaluation: Assess on LCB benchmark and general language tasks (XNLI, sentiment analysis, fluency).
● Evaluation of Confusion Reduction

○ Language Confusion Metrics (LPR)
○ Internal Model Metrics (number and probability of target language tokens among top-10 output 

logits)
● Evaluation of Output Quality and Generalization

○ Fluency (Perplexity)
○ Generalization (Performance on general language tasks)
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Quantitative Results – Confusion Reduction

Language Confusion Metrics:
● Substantial improvement in line-level pass rate (LPR) and accuracy 

after neuron editing.
● Comparative importance selection achieves the highest gains, 

matching or approaching multilingual-tuned models for most 
languages.

Internal Model Metrics:
● Increased number and probability of target language tokens among 

top-10 output logits.

Confusion mitigation performance of different selection strategies
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Quantitative Results – Output Quality & Generalization

Generalization
● Edited model maintains strong 

performance on out-of-domain prompts 
and general language tasks.
No degradation in general language 
understanding (XNLI, sentiment analysis).

Fluency
● Output fluency (measured by perplexity) is 

preserved and even slightly improved.

Perplexity is calculated to 
measure fluency
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Comparison with Multilingual Tuning

Output Cleanliness:
● Neuron-edited model produces clean, well-structured responses in the 

intended language, preserving the semantic information.
● Avoids artifacts (e.g., HTML tags, noisy formatting) sometimes introduced by 

multilingual instruction tuning.

Effectiveness:
● Neuron editing can achieve confusion mitigation on par with full multilingual 

instruction tuning for many languages.

Advantages:
● More targeted: Directly addresses the internal cause of confusion.
● More efficient: Neuron editing is lightweight and reversible, requiring no 

retraining or fine-tuning.
● Cleaner outputs: Avoids side effects from noisy multilingual data.
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